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Abstract

This paper offers a finite, ground-complete axiomatization of stateless bisimilarity over the tuple-space-based coordination language Linda. As stepping stones towards that result, axiomatizations of stateless bisimilarity over the sequential fragment of Linda without the \textit{nask} primitive, and over the full sequential sub-language are given. It is also shown that stateless bisimilarity coincides with standard bisimilarity over the sequential fragment of Linda without the \textit{nask} primitive.
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1. Introduction

The goal of this paper is to contribute to the study of equational axiomatizations of behavioural equivalences for processes with data—see, e.g., the references [14, 18, 19, 20] for earlier contributions to this line of research. Specifically, we present a ground-complete axiomatization of stateless bisimilarity from [8, 12, 17, 24] over the well-known, tuple-space-based coordination language Linda [11, 15].

Linda is a, by now classic, example from a family of coordination languages that focus on the explicit control of interactions between parallel processes. (More modern coordination languages are Reo [2] and BIPL [5, 7].) A communication between Linda processes takes place by accessing tuples in a shared
memory, called the *tuple space*, which is a multiset of tuples. The communication mechanism in Linda is asynchronous, in that send operations are non-blocking.

Our presentation of the syntax and the semantics of Linda follows those given in [9, 24].

In the light of its intuitive appeal and impact, Linda has received a fair amount of attention within the concurrency theory community. For instance, the relative expressive power of fragments of Linda has been studied in [9] and the paper [14] studies testing semantics, in the sense of De Nicola and Hennessy [13], over applicative and imperative process algebras that are inspired by Linda. The paper [13] also provides complete inequational axiomatizations of the studied calculi with respect to testing semantics.

Testing semantics can be viewed as the most natural notion of behavioural equivalence for a language from the programmer’s perspective. Indeed, it is the formalization of the motto that ‘two program fragments should be considered equivalent unless there is a context/test that tells them apart.’ Testing semantics is, however, not very robust. In particular, if one extends a language with new features that increase the observational power of tests, the resulting notion of ‘testing equivalence’ for the extended language will be finer than the one for the original language. This means that the results one had worked hard to establish for the original language will have to be established anew.

Stateless bisimilarity [8, 12, 17, 24] is a variation on the classic notion of bisimilarity [21, 25] that is suitable for reasoning compositionally about open, concurrent and state-bearing systems. It is the finest notion of bisimilarity for state-bearing processes that one can find in the literature and comes equipped with a congruence rule format for operational rules [24]. It is therefore interesting to study its equational theory in the setting of a seminal language like Linda, not least because equational axiomatizations of stateless bisimilarity may form the core of axiom systems for coarser notions of equivalence over that language.

The main contribution of this paper is a ground-completeness result for stateless bisimilarity over Linda given in Section 3. We first present a complete axiom system for stateless bisimilarity over the sequential fragment of Linda without the *nask* primitive, which tests for the absence of a tuple in the tuple space (Theorem 3.2). Interestingly, it turns out that stateless bisimilarity over this fragment of Linda has the same axiomatization of standard bisimilarity, when the considered sub-language of Linda is viewed as Basic Process Algebra (BPA) with deadlock and the empty process [26]. We formalize the connection between the two languages and their respective semantics, culminating in Theorem 3.4.

Next we offer a ground-complete axiomatization of stateless bisimilarity over the full sequential fragment of Linda (Section 3.1). In this setting, we have to deal with the subtle interplay of *ask* and *nask* primitives, which test for the presence and absence of some tuple in the tuple space, respectively. In Theorem 3.5, we show that two equation schemas are enough to capture equationally the effect that combinations of *ask* and *nask* primitives may have on the behaviour of Linda terms.

Following rather standard lines, we give a ground-complete axiomatization
of stateless bisimilarity over the full Linda language we consider in this paper in Section 3.2.

We end the paper by comparing our work with that presented in [10] (Section 4), as well as with some concluding remarks and suggestions for future research (Section 5).

2. Preliminaries

In this section we present the syntax and operational semantics for the classic, tuple-space-based coordination language Linda [11, 15]. (Our presentation follows those given in [9, 24].) Moreover, we introduce the notion of stateless bisimilarity and the basic definitions from equational logic used in this paper.

Linda’s signature \( \Sigma_D \) for data (the so-called tuple space) consists of the constant \( \emptyset \) for the empty tuple space, a (possibly infinite) set \( U \) of constants standing for memory tuples and a binary separator \( \cdot \) that is associative and commutative, but not idempotent, and has \( \emptyset \) as left and right unit. (The store is a multiset of tuples.) The set \( T(\Sigma_D) \) of closed data terms is given, therefore, by the following BNF grammar:

\[
d ::= \emptyset \mid u \mid d \cdot d,
\]

where \( u \in U \). Each data term \( d \) determines a multiset \( \{u_1, \ldots, u_k\} \) of tuples in the obvious way. In what follows, we write \( u \in d \) when there is at least one occurrence of the tuple \( u \) in the multiset denoted by \( d \).

Following [9], the signature \( \Sigma_P \) for Linda is implicitly given by the BNF grammar defining the set \( T(\Sigma_P) \) of open process terms over a countably infinite set \( V_P \) of process variables:

\[
t ::= x \mid \delta \mid \varepsilon \mid \text{ask}(u) \mid \text{nask}(u) \mid \text{tell}(u) \mid \text{get}(u) \mid t + t \mid t; t \mid t \parallel t,
\]

where \( x \in V_P \) and \( u \in U \). Closed terms are terms without occurrences of variables. The set of closed process terms is denoted by \( T(\Sigma_P) \). A substitution \( \sigma \) is a function of type \( V_P \to T(\Sigma_P) \). A closed substitution is a substitution whose range is included in \( T(\Sigma_P) \). We write \( \sigma(t) \) for the term resulting by replacing each occurrence of a variable \( x \) in \( t \) with the term \( \sigma(x) \). Note that \( \sigma(t) \) is a closed term whenever \( \sigma \) is a closed substitution.

Intuitively, \( \delta \) is a constant process that symbolizes deadlock, which satisfies no predicates and performs no actions. The constant \( \varepsilon \) denotes a process that satisfies the successful termination predicate, denoted by \( \Downarrow \) in what follows, and performs no action. The constants \( \text{ask}, \text{nask}, \text{tell}, \text{and get} \) are the basic Linda instructions for operating with the data component. \( \text{ask}(u) \) and \( \text{nask}(u) \) check whether tuple \( u \) is and, respectively, is not in the store. \( \text{tell}(u) \) adds tuple \( u \) to the store, while \( \text{get}(u) \) removes one of its occurrences if it is present. The \( \text{ask}(u), \text{get}(u) \) and \( \text{nask}(u) \) operations are blocking, in the sense that a process executing
them blocks if \( u \) is not in the tuple space for \( \text{ask} \) and \( \text{get} \), and if it is in the tuple space for \( \text{nask} \). The operations \(+\), \(;\), and \(\parallel\) are, respectively, the standard alternative, sequential and interleaving parallel composition operations familiar from process algebras—see, for instance, [3].

**Definition 2.1** (Transition System Specification for Linda). The operational semantics of Linda is given in terms of a unary immediate termination predicate \( \downarrow \) and a binary transition relation \( \rightarrow \) over configurations of the form \((p, d)\), with \( p \in T(\Sigma_P) \) and \( d \in T(\Sigma_D) \). Intuitively, \((p, d) \downarrow\) means that the process term \( p \) can terminate immediately in the context of the tuple space \( d \), whereas

\[
(p, d) \rightarrow (p', d')
\]

indicates that the configuration \((p, d)\) can evolve into \((p', d')\) in one computational step. Formally, \( \downarrow \) and \( \rightarrow \) are the least relations over configurations satisfying the following set of rules.

\[
\begin{align*}
\varepsilon, d & \downarrow \\
(x, d) & \downarrow \\
(y, d) & \downarrow \\
(x + y, d) & \downarrow \\
(x \cdot y, d) & \downarrow \\
(x, d) & \downarrow (y, d) \\
(x, d) & \downarrow (y, d) \\
(x \parallel y, d) & \downarrow \\
(\text{ask}(u), d \ u) & \rightarrow (\varepsilon, d \ u) \\
(\text{tell}(u), d) & \rightarrow (\varepsilon, d u) \\
(\text{get}(u), d \ u) & \rightarrow (\varepsilon, d) \\
(\text{nask}(u), d) & \rightarrow (\varepsilon, d) \\
(x, d) & \rightarrow (x', d') \\
(x + y, d) & \rightarrow (x', d') \\
(x \cdot y, d) & \rightarrow (x', d') \\
(x, d) & \rightarrow (y', d') \\
(x + y, d) & \rightarrow (y', d') \\
(x \cdot y, d) & \rightarrow (y', d') \\
(\text{ask}(u), d) & \rightarrow (\varepsilon, d) \\
(\text{tell}(u), d) & \rightarrow (\varepsilon, d u) \\
(\text{get}(u), d) & \rightarrow (\varepsilon, d) \\
(\text{nask}(u), d) & \rightarrow (\varepsilon, d) \\
(x, d) & \rightarrow (x', d') \\
(x + y, d) & \rightarrow (x', d') \\
(x \cdot y, d) & \rightarrow (x', d') \\
(x, d) & \rightarrow (y', d') \\
(x + y, d) & \rightarrow (y', d') \\
(x \cdot y, d) & \rightarrow (y', d')
\end{align*}
\]

Note that the predicate \( \downarrow \) is independent of the data component in a configuration, that is, if \((p, d) \downarrow\) for some \( p \in T(\Sigma_P) \) and \( d \in T(\Sigma_D) \), then \((p, d') \downarrow\) also holds for each \( d' \in T(\Sigma_D) \).

Throughout the paper we use the notion of stateless bisimilarity from [8, 12, 17, 24] as our notion of behavioural equivalence over closed Linda process terms. Stateless bisimilarity is the finest notion of bisimilarity for state-bearing processes that one can find in the literature. It is a variation on strong bisimilarity for processes with data in which the behaviour of process terms is compared in the context of all possible data terms, and that allows for interference from ‘the environment’ in the data part after each transition. This makes stateless bisimilarity suitable for reasoning compositionally about open concurrent systems.
Definition 2.2 (Stateless Bisimilarity). A relation \( R \subseteq T(\Sigma_P) \times T(\Sigma_P) \) is a stateless bisimulation if, and only if, it is symmetric and the following conditions hold for each \( (p, q) \in R \):

- for all \( p' \in T(\Sigma_P) \) and \( d, d' \in T(\Sigma_D) \), if \( (p, d) \rightarrow (p', d') \) then there is some \( q' \in T(\Sigma_P) \) such that \( (q, d) \rightarrow (q', d') \) and \( (p', q') \in R \);
- for each \( d \in T(\Sigma_D) \), if \( (p, d) \downarrow \) then \( (q, d) \downarrow \).

Two closed process terms \( p \) and \( q \) are stateless bisimilar, denoted by \( p \leftrightarrow_{sl} q \), if there exists a stateless bisimulation \( R \) such that \( (p, q) \in R \).

Example 1. The processes \( \text{tell}(u) \parallel \text{get}(u) \) and \( \text{get}(u) + \text{get}(u) ; \text{tell}(u) \) are stateless bisimilar for each tuple \( u \). Indeed, using the rules in Definition 2.1, it is not hard to check that the symmetric closure of the relation \( R \), consisting of the pair

\[
(\text{tell}(u) \parallel \text{get}(u), \text{tell}(u) ; \text{get}(u) + \text{get}(u) ; \text{tell}(u))
\]

and the pairs

\[
(\varepsilon \parallel \text{get}(u), \varepsilon ; \text{get}(u)), \ (\text{tell}(u) \parallel \varepsilon, \varepsilon ; \text{tell}(u)), \ (\varepsilon \parallel \varepsilon, \varepsilon),
\]

is a stateless bisimulation.

Example 2. Consider the terms \( \text{ask}(u) + \text{nask}(u) \) and \( \text{ask}(v) + \text{nask}(v) \), where \( u \) and \( v \) are (possibly different) tuples. By Definition 2.2, these terms are stateless bisimilar as they both transition to \( \varepsilon \), independently of the data term \( d \in T(\Sigma_D) \) with which they are paired up, leaving the data term \( d \) unchanged.

Definition 2.3 (Congruence). Let \( \Sigma \) be a signature. An equivalence relation \( \sim \) over \( \Sigma \)-terms is a congruence if, for all \( f \in \Sigma \) and closed terms \( p_1, \ldots, p_n \) and \( q_1, \ldots, q_n \), where \( n \) is the arity of \( f \), if \( p_i \sim q_i \) for each \( i \in \{1, \ldots, n\} \) then \( f(p_1, \ldots, p_n) \sim f(q_1, \ldots, q_n) \).

The following result is easy to show.

Proposition 3. \( \leftrightarrow_{sl} \) is a congruence for Linda.

Definition 2.4 (Axiom system, Derivability [3]). An axiom system is a pair \( (\Sigma, E) \), where \( \Sigma \) is a signature and \( E \) is a set of axioms (equations) of the form \( s = t \), where \( s, t \in T(\Sigma) \).

By \( \vdash \) we denote the well known notion of derivability in equational logic—closure under substitutions and contexts, and the fact that equality is an equivalence relation are the means through which one can derive equations.

An axiom system \( (\Sigma, E) \) is often identified with the set of equations \( E \) when the signature \( \Sigma \) is clear from the context.
Example 4. The following axiom system $E^1$ over the signature for Linda coincides with the one for BPA with the empty process and $\delta$ proposed in [26, Table 4, page 291].

\[
\begin{align*}
  x + y &= y + x \quad (e_1) \\
  x + (y + z) &= (x + y) + z \quad (e_2) \\
  \varepsilon + \varepsilon &= \varepsilon \quad (e_3) \\
  \varepsilon + \delta &= \varepsilon \quad (e_4) \\
  (x + y); z &= (x; z) + (y; z) \quad (e_5) \\
  x; (y; z) &= (x; y); z \quad (e_6) \\
  \delta; x &= \delta \quad (e_7) \\
  \varepsilon; x &= x \quad (e_8) \\
  x; \varepsilon &= x \quad (e_9)
\end{align*}
\]

Using it, one can derive, for example, the following equations, which state that the $+$ operation is idempotent and has $\delta$ as unit element:

\[
\begin{align*}
  x + x &= x \quad (1) \\
  x + \delta &= x \quad (2)
\end{align*}
\]

The basic sanity criterion for an axiom system is that it only allows one to derive valid equalities between terms. This is the so-called soundness property, which is formalized in the following definition in the setting of Linda modulo stateless bisimilarity.

**Definition 2.5** (Soundness). An axiom system $E$ over $\Sigma_P$ is sound when, for all $s, t \in T(\Sigma_P)$, if $E \vdash s = t$ then $s \leftrightarrow s_\text{sl} t$.

The following result can be shown following standard lines.

**Lemma 5.** $E^1$ is sound for stateless bisimilarity over Linda.

Given a finite index set $I = \{i_1, \ldots, i_n\}$ and an indexed set of terms $\{t_i\}_{i \in I}$, we write $\sum_{i \in I} t_i$ for $t_{i_1} + \cdots + t_{i_n}$. An empty sum stands for $\delta$. (The generalized sum notation is justified since, by the above lemma and the derivability of equation (2), the $+$ operation is associative, commutative and has $\delta$ as unit element, modulo stateless bisimilarity.)

Ideally, one would like to have axiom systems that are strong enough to prove all the equalities that are valid with respect to the chosen notion of equivalence over Linda. As is customary in the literature on process calculi, in what follows we will focus on ground-complete axiom systems.

**Definition 2.6** (Ground Completeness). An axiom system $E$ is ground complete when, for all $p, q \in T(\Sigma_P)$, if $p \leftrightarrow s_\text{sl} q$ then $E \vdash p = q$. 

6
3. Axiomatization

In this section we provide a sound and ground complete axiomatization for stateless bisimilarity over the collection of Linda process terms. The axiom system is finite if the tuple names mentioned in the axioms are taken to be variables ranging over tuples. We build the axiomatization incrementally starting with all the operations except for nask and \( \parallel \). Then we discuss the issues nask poses and how to overcome them by means of two equations (Section 3.1). In order to avoid cluttering previous explanations, the axiomatization for \( \parallel \) comes only at the end and will be given following standard lines (Section 3.2).

We proceed by introducing the notion of normal form of a Linda process term, which plays a crucial role in proving the completeness of the proposed axiomatization.

**Definition 3.1 (Normal Form).** A term \( t \in T(\Sigma_P) \) is in normal form if it is of the form \( \sum_{i \in I} a_i(u_i); t_i \) (that is, either \( \sum_{i \in I} a_i(u_i); t_i \) or \( \sum_{i \in I} a_i(u_i); t_i + \varepsilon \)), with \( I \) a finite, possibly empty, index set, \( a_i \in \{\text{ask}, \text{nask}, \text{tell}, \text{get}\} \), \( u_i \in \mathcal{U} \) and \( t_i \) is in normal form for each \( i \in I \).

The terms \( a_i(u_i); t_i \) (\( i \in I \)) and \( \varepsilon \), if present, are called the summands of \( \sum_{i \in I} a_i(u_i); t_i \) [+\( \varepsilon \)].

An axiom system \( E \) over \( \Sigma_P \) is normalizing for \( t \in T(\Sigma_P) \) if there exists a term \( t' \in T(\Sigma_P) \) in normal form such that \( E \vdash t = t' \).

In what follows, we let \( \Sigma_P^1 \) be \( \Sigma_P \) without the operations \( \parallel \) and nask\( (u) \), for all \( u \in \mathcal{U} \), and \( \Sigma_P^2 \) be \( \Sigma_P \) without the operation \( \parallel \). The following lemma can be shown following standard lines.

**Lemma 6.** \( E^1 \) is normalizing for each closed term in \( \Sigma_P^2 \).

**Theorem 3.2.** \( E^1 \) is sound and ground complete for stateless bisimilarity over \( T(\Sigma_P^1) \).

**Proof.** The soundness of the axiom system is given in Lemma 5.

In order to establish the ground completeness of \( E^1 \), we shall prove that, for all \( p, q \in T(\Sigma_P^1) \),

\[ p \leftrightarrow_{sl} q \Rightarrow E^1 \vdash p = q. \]

(Note that we may assume, by Lemma 6, that \( p \) and \( q \) are in normal form.)

To this end, we first define the function \( \text{height} \) that computes the height of the syntax tree associated with a term \( t \in T(\Sigma_P^1) \):

\[
\text{height}(p) = \begin{cases} 
0 & \text{if } p \text{ is a constant,} \\
1 + \max(\text{height}(p_1), \text{height}(p_2)) & \text{if } p = p_1 + p_2 \text{ or } p_1; p_2.
\end{cases}
\]

We prove the claim by induction on \( M = \max(\text{height}(p), \text{height}(q)) \).

**Base case:** If \( M = 0 \) then \( p = q = \delta \), because none of the terms in the set \( \{\varepsilon\} \cup \{\text{ask}(u), \text{tell}(u), \text{get}(u) \mid u \in \mathcal{U}\} \) is in normal form, and the claim follows immediately by reflexivity.
In order to show that \( p = q \) we argue that each summand of \( p \) is provably equal to a summand of \( q \). We proceed by examining the possible forms a summand of \( p \) may have.

- Assume that \( \varepsilon \) is a summand of \( p \). Then \( (p, \emptyset) \downarrow \). As \( p \leftrightarrow \emptyset \), it holds that \( (q, \emptyset) \downarrow \). Since \( q \) is in normal form, \( \varepsilon \) is also a summand of \( q \).

- Let \( \text{ask}(u); p' \) be a summand of \( p \). This yields that \( (p, u) \rightarrow (\varepsilon; p', u) \). As \( p \leftrightarrow \emptyset \) and \( q \) is in normal form, we have that \( (q, u) \rightarrow (\varepsilon; q', u) \) for some \( q' \) such that \( \varepsilon; p' \leftrightarrow \emptyset \varepsilon; q' \). This means that \( q \) has the summand \( \text{ask}(u); q' \).

- Let \( \text{tell}(u); p' \) be a summand of \( p \). This yields that \( (p, \emptyset) \rightarrow (\varepsilon; p', u) \). As \( p \leftrightarrow \emptyset \) and \( q \) is in normal form, we have that \( (q, \emptyset) \rightarrow (\varepsilon; q', u) \) for some \( q' \) such that \( \varepsilon; p' \leftrightarrow \emptyset \varepsilon; q' \). This means that \( q \) has the summand \( \text{tell}(u); q' \), as \( \text{tell}(u) \) is the only Linda primitive that can transform the empty tuple space into \( u \). The proof now proceeds as in the above case.

- Let \( \text{get}(u); p' \) be a summand of \( p \). This yields that \( (p, u) \rightarrow (\varepsilon; p', \emptyset) \). As \( p \leftrightarrow \emptyset \) and \( q \) is in normal form, we have that \( (q, u) \rightarrow (\varepsilon; q', \emptyset) \) for some \( q' \) such that \( \varepsilon; p' \leftrightarrow \emptyset \varepsilon; q' \). This means that \( q \) has the summand \( \text{get}(u); q' \), as \( \text{get}(u) \) is the only Linda primitive that can transform \( u \) into the empty tuple space. The proof now proceeds as above.

As each summand of \( p \) is provably equal to a summand of \( q \), we have that \( E^1 \vdash p = q \). (Note that, in the case that \( p = \delta + \varepsilon \), this equality can be derived using equations (1) and (2).) By symmetry, \( E^1 \vdash p = p + q \) too, and therefore \( E^1 \vdash p = q \).

The import of the above result is that stateless bisimilarity over \( T(\Sigma_\delta^1) \) has the same axiomatization as standard strong bisimilarity \([21, 25]\) over BPA with the empty process and \( \delta \). This may seem surprising at first sight, since the definition of stateless bisimilarity over Linda given in Definition 2.2 is based on an unlabelled transition system semantics, whereas strong bisimilarity is based on a labelled transition system semantics. However, as the proof of the ground-completeness result given above indicates, the effect on the tuple space of the execution of the primitive operations in Linda considered so far, in combination with the definition of stateless bisimilarity, essentially encodes the primitive operation that is being executed in an unlabelled computational step. We now make this intuition precise, by showing how the problem of axiomatizing stateless bisimilarity over \( T(\Sigma_\delta^1) \) can be reduced to that of axiomatizing ordinary bisimilarity over that language.
\[
\begin{align*}
&\varepsilon \downarrow \quad x \downarrow \quad y \downarrow \quad x \downarrow ; y \downarrow \\
&\text{ask}(u) \xrightarrow{\text{ask}(u)} \varepsilon \quad \text{tell}(u) \xrightarrow{\text{tell}(u)} \varepsilon \quad \text{get}(u) \xrightarrow{\text{get}(u)} \varepsilon \\
&x \alpha \rightarrow x' \quad y \alpha \rightarrow y' \quad x \alpha \rightarrow x' ; y \quad x \downarrow ; y \alpha \rightarrow y'
\end{align*}
\]

Figure 1: SOS rules for the labelled transition system semantics for \(T(\Sigma^1_P)\) \((\alpha \in A^+)\)

Let \(A^+ = \{\text{ask}(u), \text{tell}(u), \text{get}(u) \mid u \in U\}\). We define a partial function \(\text{upd} : A^+ \times T(\Sigma_D) \rightarrow T(\Sigma_D)\) as follows, where \(d \in T(\Sigma_D)\) and \(u \in U\):

\[
\begin{align*}
\text{upd}(\text{ask}(u), d u) &= d u, \\
\text{upd}(\text{get}(u), d u) &= d u, \quad \text{and} \\
\text{upd}(\text{tell}(u), d) &= d u.
\end{align*}
\]

Intuitively, \(\text{upd}(\alpha, d) = d'\) holds for some \(\alpha \in A^+\) and \(d, d' \in T(\Sigma_D)\) if, and only if, the primitive operation \(\alpha\) can be executed in the context of the tuple space represented by \(d\) and its execution results in the tuple space represented by \(d'\). For example, the first equation in the definition of the function \(\text{upd}\) specifies that \(\text{upd}(\text{ask}(u), d)\) is only defined if \(u \in d\), and that the execution of \(\text{ask}(u)\) leaves \(d\) unchanged.

The following lemma connects the transition system semantics for \(T(\Sigma^1_P)\) given in Definition 2.1 with the standard labelled transition system semantics that \(T(\Sigma^1_P)\) inherits when viewed as BPA, with \(\varepsilon\) and \(\delta\), over the set of actions \(A^+\), which is given in Figure 1.

**Lemma 7.** For all \(p, p' \in T(\Sigma^1_P)\) and \(d, d' \in T(\Sigma_D)\),

\[
(p, d) \rightarrow (p', d') \iff \exists \alpha \in A^+. \ p \xrightarrow{\alpha} p' \text{ and } \text{upd}(\alpha, d) = d'.
\]

**Proof.** Both implications can be shown by induction on the proof of the relevant transition. We omit the straightforward details. \(\square\)

As an easy, but useful, corollary of the above lemma and of the definition of the \(\text{upd}\) function, we have the following observations.

**Corollary 8.** For all \(p, p' \in T(\Sigma^1_P)\) and \(u \in U\), the following statements hold:

1. \((p, u) \rightarrow (p', u)\) if, and only if, \(p \xrightarrow{\text{ask}(u)} p'\);
2. \((p, u) \rightarrow (p', \emptyset)\) if, and only if, \(p \xrightarrow{\text{get}(u)} p'\); and
3. $(p, 0) \rightarrow (p', u)$ if, and only if, $p \xrightarrow{\text{tel}(u)} p'$.

For the sake of clarity, we now recall the standard definition of bisimilarity in the presence of the termination predicate.

**Definition 3.3 (Bisimilarity).** A relation $R \subseteq T(\Sigma_p^1) \times T(\Sigma_p^1)$ is a bisimulation if and only if it is symmetric and, whenever $(p, q) \in R$, the following conditions hold:

- $\forall p' \in T(\Sigma_p^1). p \xrightarrow{\alpha} p' \Rightarrow \exists q' \in T(\Sigma_p^1). q \xrightarrow{\alpha} q' \wedge (p', q') \in R$;
- $p \downarrow \Rightarrow q \downarrow$.

Two closed process terms $p$ and $q$ are bisimilar, denoted by $p \leftrightarrow q$, if there exists a bisimulation $R$ such that $(p, q) \in R$. Bisimilarity is extended to open terms in the standard way: two open terms $t, t' \in T(\Sigma_p^1)$ are bisimilar when $\sigma(t) \leftrightarrow \sigma(t')$ holds for each closed substitution $\sigma$.

**Theorem 3.4.** Stateless bisimilarity and bisimilarity coincide over $T(\Sigma_p^1)$—that is, $p \leftrightarrow_{\text{sl}} q$ if, and only if, $p \leftrightarrow q$, for all $p, p' \in T(\Sigma_p^1)$.

**Proof.** Using Corollary 8, it is not hard to show that $\leftrightarrow_{\text{sl}}$ is a bisimulation and, using Lemma 7, one proves that $\leftrightarrow$ is a stateless bisimulation. In establishing both claims, we use the simple observation that, for all $p \in T(\Sigma_p^1)$,

$$p \downarrow \text{ if, and only if, } (p, d) \downarrow \text{ for all } d \in T(\Sigma_D),$$

and that, as remarked earlier, the predicate $\downarrow$ from Definition 2.1 is independent of the data component in a configuration. \hfill \Box

The above result yields an alternative, but less direct, proof of Theorem 3.2 by reducing the problem of axiomatizing stateless bisimilarity over $T(\Sigma_p^1)$ to that of axiomatizing bisimilarity over that language. It is well known that bisimilarity is axiomatized by the axiom system $E^1$ over $T(\Sigma_p^1)$—see, e.g., [4].

3.1. Adding the nask operations

As we proved above, the axiom system $E^1$ is ground complete for stateless bisimilarity over $T(\Sigma_p^1)$. However, when we add the nask operations to $\Sigma_p^1$, $E^1$ is not ground complete any more. To see this, recall that in Example 2 we argued that $\text{ask}(u) + \text{nask}(u) \leftrightarrow_{\text{sl}} \text{ask}(v) + \text{nask}(v)$ holds, even when the tuples $u$ and $v$ are distinct. The axiom system $E^1$, however, does not suffice to prove that equality when $u \neq v$.

Consider the axiom system $E^2$, which is obtained by adding the following equations to $E^1$.

$$\text{ask}(u) + \text{nask}(u) + \text{ask}(v) = \text{ask}(u) + \text{nask}(u) \text{ for all } u, v \in U \quad (e_{10})$$
$$\text{ask}(u) + \text{nask}(u) + \text{nask}(v) = \text{ask}(u) + \text{nask}(u) \text{ for all } u, v \in U \quad (e_{11})$$
Note that, using the above equations, one may derive the following ones:

\[
\begin{align*}
\text{ask}(u) + \text{nask}(u) + \text{ask}(w) &= \text{ask}(v) + \text{nask}(v) \quad \text{for all } u, v, w \in \mathcal{U}, \\
\text{ask}(u) + \text{nask}(u) + \text{nask}(w) &= \text{ask}(v) + \text{nask}(v) \quad \text{for all } u, v, w \in \mathcal{U}.
\end{align*}
\]

Our order of business in the remainder of this subsection is to show that \(E^2\) is sound and ground complete modulo stateless bisimilarity over \(T(\Sigma_2^2)\). (Recall that \(\Sigma_2^2\) is \(\Sigma\) without the operation \(\neg[\_\_\_].\))

For each \(p = (\sum_{i \in I} a_i(u_i); p_i)[+\varepsilon] \in T(\Sigma_2^2)\) in normal form, let:

- \(p_{an} = \sum_{i \in I} a_i(u_i)\) is \(\text{ask}\) or \(\text{nask}\); \(a_i(u_i); p_i\),
- \(p_{gt} = \sum_{i \in I} a_i(u_i)\) is \(\text{get}\) or \(\text{tell}\); \(a_i(u_i); p_i\).

The following ‘decomposition lemma’ will be useful in establishing the desired completeness result.

**Lemma 9.** Let \(p, q \in T(\Sigma_2^2)\) be two terms in normal form. Then \(p\) and \(q\) are stateless bisimilar if, and only if,

1. \(p_{an} \leftrightarrow_{\text{st}} q_{an}\),
2. \(p_{gt} \leftrightarrow_{\text{st}} q_{gt}\), and
3. \(\varepsilon\) is a summand of \(p\) if, and only if, it is a summand of \(q\).

**Proof.** The ‘if’ implication follows because, by Proposition 3, stateless bisimilarity is preserved by \(+\). Assume now that \(p\) and \(q\) are stateless bisimilar normal forms. We shall show that statements 1–3 hold. Statement 3 is immediate since, for each term \(t\) in normal form, \((t, \emptyset) \downarrow\) if, and only if, \(\varepsilon\) is a summand of \(t\). To prove the other two statements, it suffices to show that the relation

\[ R = \{(p_{an}, q_{an}), (p_{gt}, q_{gt}) \mid p, q \text{ are in normal form and } p \leftrightarrow_{\text{st}} q\} \cup \leftrightarrow_{\text{st}}
\]

is a stateless bisimulation. First of all, note that, since \(\leftrightarrow_{\text{st}}\) is symmetric, so is \(R\). We limit ourselves to presenting the verification of the stateless bisimulation conditions for a pair of the form \((p_{an}, q_{an}) \in R\). The proof for pairs of the form \((p_{gt}, q_{gt}) \in R\) is similar and we omit it.

Let \(d \in T(\Sigma_D)\). By definition of \(p_{an}\), we have that \((p_{an}, d) \downarrow\) does not hold. Hence the second clause in Definition 2.2 is met vacuously. Assume now that \((p_{an}, d) \rightarrow (p', d')\) for some \(p'\) and \(d'\). Then there is a summand \(a_i(u_i); p_i\) of \(p_{an}\) such that \('a_i(u_i)\) is enabled in the context of \(d'\), \(p' = \varepsilon; p_i\) and \(d = d'\). Since \(a_i(u_i); p_i\) is also a summand of \(p\), we have that \((p, d) \rightarrow (p', d)\). From our assumption that \(p\) and \(q\) are stateless bisimilar, we infer that \((q, d) \rightarrow (q', d)\) for some \(q'\) such that \(p' \leftrightarrow_{\text{st}} q'\). Since the execution of \(\text{get}\) and \(\text{tell}\) primitives modifies the tuple space \(d\), the above transition is due to a summand of \(q\) that is also a summand of \(q_{an}\). Thus, \((q_{an}, d) \rightarrow (q', d)\) for some \(q'\) such that \(p' \leftrightarrow_{\text{st}} q'\). Since \(\leftrightarrow_{\text{st}}\) is in \(R\), we are done. \(\square\)

**Theorem 3.5.** \(E^2\) is sound and ground complete modulo stateless bisimilarity over \(T(\Sigma_2^2)\).
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Proof. It is easy to check that equations \((e_{10})\) and \((e_{11})\) are sound.

In order to establish the ground completeness of \(E^2\), we shall prove that, for all \(p, q \in T(\Sigma^2_P)\),

\[ p \leftrightarrow_{sl} q \Rightarrow E^2 \vdash p = q. \]

Assume that \(p \leftrightarrow_{sl} q\). We shall prove the claim above by induction on \(M = \max(\text{height}(p), \text{height}(q))\), where the function \text{height} from the proof of Theorem 3.2 is extended to \(T(\Sigma^2_P)\) by setting

\[ \text{height}(\text{nask}(u)) = 0. \]

By Lemma 6, we may assume that \(p, q\) are in normal form. Our induction hypothesis is that \(E^2 \vdash p' = q'\) for all \(p', q'\) such that \(p' \leftrightarrow_{sl} q'\) and \(M > \max(\text{height}(p'), \text{height}(q'))\).

By Lemma 9, \(p_{gt}\) and \(q_{gt}\) are stateless bisimilar and they can be proved equal by mimicking the proof of Theorem 3.2. Using again Lemma 9, we have that \(p_{an}\) and \(q_{an}\) are also stateless bisimilar. We claim that

\[ E^2 \vdash p_{an} = q_{an}, \quad (3) \]

from which the equality \(p = q\) follows by substitutivity, also in the light of the last statement in Lemma 9.

In order to show the above claim, note, first of all, that, modulo \(E^2\), we may assume that \(p_{an}\) and \(q_{an}\) are in the adapted normal forms

\[ p_{an} = \sum_{i \in I} \left( \sum_{j \in J_i} a_j(u_j) \right); p_i \quad \text{and} \]
\[ q_{an} = \sum_{i \in I} \left( \sum_{k \in K_i} b_k(v_k) \right); p_i, \]

where \(J_i\) and \(K_i\) are non-empty index sets \((i \in I)\), \(a_j, b_k \in \{\text{ask}, \text{nask}\}\) and \(E^2 \nvdash p_i = p_j\) (or, equivalently, \(p_i \leftrightarrow_{sl} p_j\)), for all \(i, j \in I\) such that \(i \neq j\). To see this, assume that \(p_{an} = \sum_{\ell \in L} a_{\ell}(u_{\ell}); p_{\ell}\) and that \(p_{\ell_1} \leftrightarrow_{sl} p_{\ell_2}\), for some \(\ell_1, \ell_2 \in L\). Since

\[ \max(\text{height}(p_{\ell_1}), \text{height}(p_{\ell_2})) < \text{height}(p_{an}) \leq \text{height}(p) \leq M, \]

we may use the inductive hypothesis to obtain that \(E^2 \vdash p_{\ell_1} = p_{\ell_2}\). Therefore, modulo \(E^2\),

\[ p_{an} = \sum_{\ell \in L} a_{\ell}(u_{\ell}); p'_{\ell}, \]

where \(p'_{\ell} \in \{p_h \mid h \in L \text{ and } p_{\ell} \leftrightarrow_{sl} p_h\}\) is a canonical representative of the equivalence class of the ‘suffixes’ of \(p_{an}\) that are stateless bisimilar to \(p_{\ell}\), for each \(\ell \in L\). For this reason, we can group all the summands of \(p_{an}\) with the
same suffix \( p_i \) modulo \( E^2 \) by applying equation (\( e_5 \)) from right to left as needed. This puts \( p_{an} \) in the desired form, namely

\[
p_{an} = \sum_{i \in I} \left( \sum_{j \in J_i} a_j(u_j) \right) p_i.
\]

(Note that each \( J_i \) is non-empty.) Let \( q_{an} = \sum_{h \in H} b_h(v_h) : q_n \). Since \( p_{an} \) and \( q_{an} \) are stateless bisimilar, it is not hard to see that, for each \( h \in H \), there is some \( i \in I \) such that \( p_i \leftrightarrow_{sl} q_h \). Using the inductive hypothesis as above, the equality \( p_i = q_h \) can be proved from \( E^2 \). This means that \( q_{an} \) can be put in the form \( \sum_{i \in I} (\sum_{k \in K_i} b_k(v_k)) : p_i \), by substitutivity and applying equation (\( e_5 \)) form right to left as needed. (Note that, since \( p_{an} \leftrightarrow_{sl} q_{an} \), each \( K_i \) is non-empty.)

In order to show claim (3), it therefore suffices to show that \( C_i = \sum_{j \in J_i} a_j(u_j) \) is provably equal to \( D_i = \sum_{k \in K_i} b_k(v_k) \), for each \( i \in I \).

For a fixed \( i \in I \), we consider the two sums of \( ask \) and \( nask \) terms \( C_i \) and \( D_i \). Since \( E^2 \) proves equation (1), to the effect that \( + \) is idempotent, we may assume in what follows that all the summands of \( C_i \) and \( D_i \) are different. We shall prove that \( E^2 \vdash C_i = D_i \) by case analysis on their possible form.

1. \( C_i = \text{ask}(u) + \text{nask}(u) + C' \) and \( D_i = \text{ask}(v) + \text{nask}(v) + D' \), for some \( u, v \in \mathcal{U} \) and \( C', D' \). (Note that, in the light of equation (2), \( C' \) and \( D' \) may be \( \delta \).) Then the equality \( C_i = D_i \) can be shown by using equations (\( e_{10} \)) and (\( e_{11} \)) repeatedly.

2. \( C_i = \text{ask}(u) + \text{nask}(u) + C \), for some \( u \in \mathcal{U} \) and \( C \), and \( D_i = \sum_{k \in K_i} b_k(v_k) \), with \( v_k \neq v_{k'} \) whenever \( k_1 \neq k_2 \), for all \( k, k' \in K_i \). We shall argue that this case is impossible, since it contradicts the assumption that \( p_{an} \) and \( q_{an} \) are stateless bisimilar.

By using equations (\( e_{10} \)) and (\( e_{11} \)) repeatedly, we can derive the equation \( C_i = \text{ask}(u) + \text{nask}(u) \). It is easy to see that \( (C_i, d) \rightarrow (\varepsilon, d) \), for each \( d \in T(\Sigma_j) \). Therefore \( (p_{an}, d) \rightarrow (\varepsilon; p_i, d) \), for each \( d \in T(\Sigma_J) \). However, since \( D_i = \sum_{k \in K_i} \text{ask}(v_k) + \text{nask}(v_k) \) with \( K_i \), the tuple space \( d' = \{ v_k \mid k \in K_i \} \) 'blocks' \( D_i \) (no transition can be performed from \( (D_i, d') \)). This means that \( (q_{an}, d') \) does not have a transition leading to \( (\varepsilon; p_i, d') \), which contradicts the assumption that \( p_{an} \) and \( q_{an} \) are stateless bisimilar.

3. \( D_i = \text{ask}(u) + \text{nask}(u) + D \), for some \( u \in \mathcal{U} \) and \( D \), and \( C_i = \sum_{k \in K_i} b_k(v_k) \), with \( v_{k_1} \neq v_{k_2} \) whenever \( k_1 \neq k_2 \), for all \( k, k' \in K_i \). This case is symmetric to the one above.

4. Assume that none of the previous cases applies. Let

\[
C_i = \sum_{j_1 \in J_i} \text{ask}(v_{j_1}) + \sum_{j_2 \in J_i} \text{nask}(v_{j_2}),
\]

with \( J_i \cap J_i = \emptyset \) and \( J_i \cup J_i = J_i \), and

\[
D_i = \sum_{k_1 \in K_i} \text{ask}(v_{k_1}) + \sum_{k_2 \in K_i} \text{nask}(v_{k_2}).
\]
with $K^2_i \cap K^2_j = \emptyset$ and $K^1_i \cup K^2_i = K_i$. We have that $v_{j_1} \neq v_{j_2}$, for each $j_1 \in J^2_i$ and $j_2 \in J^2_j$, and $v_{k_1} \neq v_{k_2}$, for each $k_1 \in K^1_i$ and $k_2 \in K^2_j$.

We show that each summand in $C_i$ appears in $D_i$, and vice versa, by reductio ad absurdum. We consider the following four cases, each of which contradicts the assumption that $p_{an}$ and $q_{an}$ are stateless bisimilar.

- **Suppose $J^1_i \setminus K^1_i \neq \emptyset$.** Then $d = \{v_i \mid l \in (J^1_i \setminus K^1_i) \cup K^2_i\}$ ‘blocks’ $D_i$, but $(C_i,d) \rightarrow (\varepsilon,d)$. This means that $(q_{an},d)$ does not have a transition leading to $(\varepsilon;p_i,d)$, whereas $(p_{an},d)$ does. This contradicts the assumption that $p_{an}$ and $q_{an}$ are stateless bisimilar.

- **Suppose $K^1_i \setminus J^1_i \neq \emptyset$.** The proof for this case is similar to that for the previous one.

- **Suppose $J^2_i \setminus K^2_i \neq \emptyset$.** Then $d = \{v_i \mid l \in K^2_i\}$ ‘blocks’ $D_i$, but $(C_i,d) \rightarrow (\varepsilon,d)$. This means that $(q_{an},d)$ does not have a transition leading to $(\varepsilon;p_i,d)$, whereas $(p_{an},d)$ does. This contradicts the assumption that $p_{an}$ and $q_{an}$ are stateless bisimilar.

- **Suppose $K^2_i \setminus J^2_i \neq \emptyset$.** The proof for this case is similar to that for the previous one.

Concluding, $E^2 \vdash C_i = D_i$ for each $i \in I$. This means that $E^2 \vdash p_{an} = q_{an}$, and we are done.  

### 3.2. Adding parallel composition

Our goal in this section is to axiomatize stateless bisimilarity over the full Linda language studied in this paper. Consider the signature $\Sigma^3_P$, an extension of $\Sigma_P$ with the binary left merge operation $\parallel$, which stems from [6], defined by the rules:

\[
\begin{align*}
(x,d) & \rightarrow (x',d') \\
(x \parallel y,d) & \rightarrow (x' \parallel y,d') \\
(x,d) & \downarrow (y,d) \downarrow \\
(x \parallel y,d) & \downarrow 
\end{align*}
\]

As is well known (see, e.g., [23]), the left merge operation is necessary in order to obtain finite equational axiomatizations of bisimilarity in process algebras. Consider the axiom system $E^3$ which is $E^2$ enriched with the following equations.

\[
\begin{align*}
x \parallel y &= x \parallel y + y \parallel x & (e_{12}) \\
(x + y) \parallel z &= (x \parallel z) + (y \parallel z) & (e_{13}) \\
(a(u); x) \parallel y &= a(u); (x \parallel y) & \text{for all } a \in \{\text{ask, nask, tell, get}\} \text{ and } u \in U & (e_{14}) \\
\varepsilon \parallel (x + y) &= \varepsilon \parallel x + \varepsilon \parallel y & (e_{15}) \\
\varepsilon \parallel (a(u); y) &= \delta & \text{for all } a \in \{\text{ask, nask, tell, get}\} \text{ and } u \in U & (e_{16}) \\
\varepsilon \parallel \varepsilon &= \varepsilon & (e_{17}) \\
\varepsilon \parallel \delta &= \delta & (e_{18}) \\
\delta \parallel x &= \delta & (e_{19})
\end{align*}
\]
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Theorem 3.6. $E^3$ is sound and ground complete modulo stateless bisimilarity over $T(\Sigma^3_P)$.

Proof. The soundness of $E^3$ modulo stateless bisimilarity can be shown following standard lines. The ground completeness of $E^3$ modulo stateless bisimilarity can be reduced to that of $E^2$ over $T(\Sigma^2_P)$. Indeed, by induction on the size of terms, one can show that the equations $(e_{12} - e_{19})$ can be used to eliminate each occurrence of $\parallel$ and $\parallel$ from terms.

4. Further related work

In addition to the related work that we mentioned in Section 1, we now compare our work with the one presented in the paper [10].

In [10], Busi, Gorrieri and Zavattaro provided a process algebraic treatment of Linda coordination primitives, studying an adequate SOS operational semantics as well as an observational semantics based on the notion of barbed bisimulation congruence, which stems from [22]. They studied a hierarchy of eight languages and barbed bisimulation congruence for each of them. The least expressive language, called $L$, is essentially Milner’s CCS [21] with asynchronous communication; it includes action prefixing operators corresponding to the get and tell actions in this paper, and the induced barbed bisimulation congruence for it is strong bisimilarity—a result that is akin to Theorem 3.4 in this paper.

The most expressive language considered in [10] is called LINPA and has all the communication primitives, including binary conditional input and read operations. For example, a conditional read of the form $rdp(u)?p \cdot q$ behaves like $p$ in the context of a tuple space that has an occurrence of the tuple $u$ and like $q$ otherwise. Since, according to the operational semantics given in [10], checking for the presence or the absence of the tuple $u$ requires a ‘synchronization between the process and the tuple space’, which results in an internal step of the system as a whole, the typical law given in the above-mentioned reference for a conditional read is

$$rdp(u)?p \cdot p = \tau.p,$$

where $\tau$ is the internal action that results from handshake synchronizations as in CCS. This behaviour is reminiscent of that of a term of the form $(ask(u) + nask(u)); p$ in our setting.

The focus of [10] is in providing alternative, context-independent characterizations of barbed bisimulation congruences for the languages studied there. For each of the languages, Busi, Gorrieri and Zavattaro provide typical equations, such as the one given above for the conditional read operation. However, the study of complete axiomatizations for the barbed bisimulation congruences over $L$ and its extensions is left as future work in [10]. In this paper we consider sequential composition rather than action prefixing, but, to our mind, this is a minor point of difference between our work and the one in that reference.
5. Conclusions

In this paper, we have presented a sound and ground-complete axiomatization for stateless bisimilarity over the collection of Linda process terms. The axiom system is finite if the tuple names mentioned in the axioms are taken to be variables ranging over tuples. In fact, as can be shown using the technique presented in [16], the axiom systems $E^1$ and $E^2$ for the two fragments of the sequential sub-language of Linda we consider in this paper are $\omega$-complete as well as complete for stateless bisimilarity. (We refer the interested reader to [1] for information on ($\omega$-)complete axiom systems and the connections between completeness and $\omega$-completeness.)

The axiom systems we present in this paper may form the core of axiom systems for coarser notions of equivalence over Linda. In particular, an interesting direction for future research is the development of a complete axiomatization for the notion of behavioural equivalence over Linda studied in [9]. It would also be natural to study axiomatizations of congruences over Linda that, in some suitable sense, abstract away from the internal evolution of process terms, as well as axiomatizations of extensions of the language with ‘local tuples/names’ and finite-state recursive definitions. Last, but not least, we believe that it would be worthwhile to study axiomatizations of congruence relations over fragments of a modern coordination language like Reo. These are all very challenging research topics that we leave for future work.
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